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Outline of Sentinel Asia Step3 System



Renovation of Sentinel Asia (SA) System

Present “SA Step2 System” will be renovated to be “SA Step3 System”
to be more easy use.
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EO Response Flow on Sentinel Asia Step3 System
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[1] “Sentinel Asia Portal Site” system
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| Disaster Situation

Tropical Cyclone Luban is gathering strength in the Arabian Sea and could threaten Oman, according to Ann Arber, Mich.-based Weather Underground. Luban is forecast to strengthen into the equivalent of a
Category 1 hurricane by mid-ta-late week, said Weather Underground, quating a report from the U.S. Jaint Typhoon Warning Center. The tropical cyclone is then expected to weaken to a tropical storm by the

weekend when it makes its closest approach to Oman, which could bring dangerous flooding threat, said the report which was authaored by Linda Lam. - 4
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[2] “Sentinel Asia OPTEMIS” system
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[3] “Web-GIS online” system

entinelasia.maps.arcgis.com/’

Earthquake in Indonesia, 2018 Ab—U—TvF

ALO52 RGB 03 12 0208 Building Damage Mapping Damiage Prooty Map by EOS ALOSZ2 RGE and Sentinel2 on October 2, 2018 ALO52 RGB and Resourcesat2A on October 2, 2018 =
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[4] “Sentinel Asia Cloud Storage/(Analysis)”

system
This SA Cloud Storage will be |mplemented to provide a satellite data quickly.

JData Provision Server#2 2 el 4% -#r Data PrOV|S|on Server#l e
"I-' -' ‘using AWS in Mumbai ' oy A ,supported by ASGC in Taiwan
: h_  § | . .

*Each DPN uploads a satellite data on one of the nearest servers

*Uploaded data are synchronized between two servers at Taiwan and Mumba|
*Each DAN downloads data from one of the nearest servers. ’ % .
*Uploaded data are stored on AWS S3 disk of Mumbm?r




Sentinel Asia Cloud Storage to solve the
data provision issue; taking much time



Satellite Data will be more helpful for Disaster Response W

The satellite data that could cover the wide area are more helpful for a disaster response
activities. We need to handle them more timely and efficiently so that the regional disaster
management agency could grasp a whole of damaged situation and take a necessary
actions rapidly.

When human uploads a satellite data, it might take much time, on the other hands,
Machine uploads a satellite data, it could reduce this time. Because Machine can work all
the time.

Data Provision Way Data Provision Mean Time after

Observation
(1) A temporary AWS system by Machine to Machine. To give priority
to provide data fast, JAXA as DPN has been using this system. Next SA 2h10m(==1h06m)
Step3 system adopts a New AWS fully in 2019, so that we can provide
data automatically.

ALOS-2 data provision time in 2018, as of 22 Oct.

(2) Present SA Step2 system by Human operation. First DPN uploads 1.7days
data on this system, next DAN gets it from this system. ALOS-2 data provision time in 2017
It takes a time to provide data by Human operation. Big Issue.

Sentinel Asia Step3 system will be implemented under the following basic idea:

(1) Machine to Machine(M2M) system with a less human operation to provide a satellite
data quickly.

(2) Collaboration with SA member to be a sustainable SA activities.



Data Provision Speed Test using 4 Servers

JAXA as DPN has been using a temporary AWS Cloud Computer to provide ALOS-2
quickly. But to start using SA’s Cloud Computer fully, JAXA and ASGC had measured the
data provision speed using 4 servers in cooperation with DPNs and DANSs.




2 Data Provision Servers Configuration

According to the data provision test results(refer to Appendix) and a Basic Idea (M2M operation’and to be-
sustainable system) for SA Step3 system, “SA Cloud Storage” will adopt 2 Data Provision Servers
configuration with the cooperation of ASGC. One AWS server_has a S3 disk to store a satellite data and VAPs.

|
ASGC Server

at Taiwan




Estimated Data Provision Time on SA Cloud Storage System

According to the performance test results(refer to Appendix), 10GB data provision
time could be estimated.

The estimated time listL

DPN-> ->Server-> ->DAN Total Time Estimated Upload and Download Time
JAXA-> ->Server#2(Mumbai)-> ->NSPO/NARL  302min. =13min.(=10GB/104.6Mbps)+27min.[*1] +262min.(=10GB/5.1Mbps)
JAXA-> ->Server#l1(Taiwan)-> ->NSPO/NARL  17min. =13min.(=10GB/104.6Mbps)+4min.(=10GB/350.8Mbps)
NSPO/NARL-> ->Server#2(Mumbai)->  ->JAXA 63min. =9min.(=10GB/165.7Mbps)+27min.[*1]+27min.(=10GB/50.1Mbps)
NSPO/NARL-> ->Server#1(Taiwan)-> ->JAXA 61min. =9min.(=10GB/165.7Mbps)+52min.(=10GB/25.9Mbps)
GISTDA-> ->Server#f2(Mumbai)-> ->NSPO/NARL  307min. =46min.(=10GB/29.1Mbps)+261min.(=10GB/5.1Mbps)
GISTDA-> ->Server#l(Taiwan)-> ->NSPO/NARL  77min. =46min.(=10GB/29.1Mbps)+27min.[*1]+4min.(=10GB/350.8Mbps)
GISTDA-> ->Server#2(Mumbai)-> SAIT 138min. =46min.(=10GB/29.1Mbps)+92min.(=10GB/14.7Mbps)
GISTDA-> ->Server#l(Taiwan)-> ->AIT 123min. =46min.(=10GB/29.1Mbps)+27min.[*1]+50min.(=10GB/27.7Mbps)
GISTDA-> ->Server#2(Mumbai)-> ->|WMI 78min. =46min.(=10GB/29.1Mbps)+32min.(=10GB/42Mbps)
GISTDA-> ->Server#tl(Taiwan)-> >|WMI 1978min. =46min.(=10GB/29.1Mbps)+27min.[*1]+1905min.(=10GB/0.7Mbps)
JAXA-> ->Server#2(Mumbai)-> SAIT 118min. =91min.(=10GB/14.7Mbps)+27min.[*1]
JAXA-> ->Server#1(Taiwan)-> -SAIT 63min. =13min.(=10GB/104.6Mbps)+50min.(=10GB/27.7Mbps)
JAXA-> ->Server#f2(Mumbai)-> ->|WMI 72min. =13min.(=10GB/104.6Mbps) +27min.[*1]+32min.(=10GB/42Mbps)
JAXA-> ->Server#1(Taiwan) ->|WMI 1918min. =13min.(=10GB/104.6Mbps)+1905min.(=10GB/0.7Mbps)
NSPO/NARL-> ->Server#2(Mumbai)-> -SAIT 127min. =9min.(=10GB/165.7Mbps) +27min.[*1]+91min.(=10GB/14.7Mbps)
NSPO/NARL-> ->Server#1(Taiwan)-> SAIT 85min. =9min.(=10GB/165.7Mbps)+49min.(=10GB/27.7Mbps)
NSPO/NARL-> ->Server#f2(Mumbai)-> ->|WMI 68min. =9min.(=10GB/165.7Mbps)+27min.[*1]+32min.(=10GB/42Mbps)
NSPO/NARL-> ->Server#1(Taiwan) SIWMI 1988min.  =9min.(=10GB/165.7Mbps)+1979min.(=10GB/0.7Mbps)

[*1]Data transfer time between Server#2(Mumbai) and Server#1(Taiwan) is estimated as 27min.(=10GB/50Mbps). Data transfer performance is
assumed as ca. 50Mbps minimum, because JAXA achieved this speed for Server#2(Mumbai) in the first performance test.
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Data Provision Flow on Sentinel Asia Cloud Storage System

DPNs DANSs
e.g. NSPO/NARL, Ei?v%iiiil)y e.g. AlT, EOS etc.
JAXA etc.

(1)Datal (5)VAP1 '

upload upload Archived data

Data Provision
Server#1(ASGC) in
Taiwan

Data Provision Server#?2

( \
I |
(1pata2 g\l (2) Data2 I (6)VAP1&VAP2
upload | L%/ TDatl | download
I |
DPNs
\ in Mumbai ! . .
e.g. GISTDA, ISRO, ~——— phib gl o P - Sentinel Asia
MBRSC etc. Members
(5)VAP2 Archived data (Disaster
(4)Data2&Datal upload Management
download DANS Organization/A
DPN: Data Provider Node e.g. IWMI etc. gency)

DAN: Data Analysis Node
VAP: Value Added Products (Disaster Analysis Products/Images)

(1)Each DPN puts a Satellite data to the nearest server by SFTP

(2)Each server puts a Satellite data to S3 disk by HTTPS(443) for data synchronization. Put data are stored as archived data.
(3)Each server copies a Satellite data on S3 disk by HTTPS(443) for data synchronization

(4)Each DAN gets a Satellite data from the nearest server by SFTP

(5)Each DAN puts VAPs to the nearest server by SFTP

(6)SA members get VAPs by HTTPS

13
DAN can download the archived satellite data on S3 disk using a CloudBerry Explore & AWS account.



Schedule of Sentinel Asia Step3 System
and Request for your cooperation



Schedule of Sentinel Asia Step3 System

Jan.-March April to Oct.

2019 2019

Present SA Step2
system Operation will end on 31 Oct.,2019
AWS system Data Sync
test
SA Step3 system :
" ASGC server
SA Cloud DPN&DAN
Storage” by JAXA use “Cloud
and ASGC . Storage” on Parallel
Preparation of Data il Operation
provision by with “SA SA Step3
DPN&DAN Step2 system
” Operation
system
SA Step3 system JPT joins ¢ starts fully

“SA OPTEMIS” by “OPTEMIS”
GISTDA and JAXA training

SA Step3 system

“SA Portal Site”
and “Web-GIS Parallel Operation with “SA Step2 System”

online” by JAXA

15



Requests for your Cooperation %4:,\54

[ 1] Data Provision way will be changed. DPNs and DANs need to
use SFTP client software to put and get a satellite data.

The necessary documents and account to use “Sentinel Asia Cloud
Storage” will be prepared.

Could you please participate in “Preparation of Data Provision” so
that you can use “Sentinel Asia Cloud Storage”.

[2]”Sentinel Asia OPTEMIS” will be provided by GISTDA. The
necessary account to access “OPTEMIS” will be prepared.

Could you please join the “OPTEMIS” use training.

JAXA will announce JPT members the detail information to prepare
to use “Sentinel Asia Step3 System”.



Appendix

Data Upload/Download Speed Results

* First test done from 7% to 16t February, 2018
Second test done from 16t to 27t April, 2018

Thank you for your cooperation



The First Test Data Upload/Download Speed Results

Mean Speed Mbps

Mean Speed Mbps

400.0

350.0

300.0

250.0

200.0

150.0

100.0

50.0

0.0

100.0

(o]
o
o

o)
o
o

N
o
o

N
o
o

o
o

Fanan AECRRICE
Eupder afecss Agerey

300MB Data Upload Mean Speed from each DPN to each of 3 AWS servers

T
L
328.6

88.9 87.3
I—zm;—| ,—zs-a—l |79'1—| 635 49.2 54.8 3.2 3.5 3.7

Singapore Tokyo Mumbai Tokyo Sin_liapore Mumbai Tokyo sins Rlore Mumbai Mumbai  Singapore  Tokyo
GISTDA XA NSP 7 ARL IWMI
Each DPN
OAWS Server is closer to this organization. JAWS Server is close to this organization. OAWS Server is far from this organization.

300MB and 1000MB Data Download Mean Speed from each of 3 AWS servers to each DPN/DAN

89.5
60.1
50.1
42.0 35.9
26.4 24.2 30.6
I&.G 17.5 4.2 17.0 11.9 5.1 14.7
. !

singapore Mumbal Tokyo Tokyo Singapore Mumbai Tokyo Singapore Mumbai Mumbai Singapore Tokyo Singapore Mumbai Tokyo

GISTDA JAXA NSPO/NARL IWMI AIT

Each DPN/DAN

OAWS Server is closer to this organization. O AWS Server is close to this organization. OAWS Server is far from this organization. 18



The Second Test Data Upload/Download Speed Results

1GB Data Upload Mean speed and Standard error to ASGC server (Mbps)
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