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Outline of Sentinel Asia Step3 System 
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Renovation of Sentinel Asia (SA) System 

Present “SA Step2 System” will be renovated to be “SA Step3 System” 
to be more easy use. 
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【4】Sentinel Asia Cloud Storage/(Analysis) 
（@Mumbai） 
1: Data Storage/Provide 
2: File Management 
3: Data Analysis (additional function in future) 

Data Base  
(Satellite Images) 

Sentinel Asia Member (Disaster Management Organization/Agency) 

【1】Sentinel Asia Portal Site 
（@Mumbai） 
• Information 
• Activities (Current/Archive) 
• WG Activities 
• DPN/DAN Actives 
• Announcement  

【2】Sentinel Asia OPTEMIS  
@GISTDA 
• Requestor 
• Disaster Information 
• AOI 
• Escalation to IDC 
• Etc. 

 
User Login Status of DPN/DAN 

DPNs (CRISP, GISTDA, ISRO, JAXA, KARI, MRBSC, NARLabs, STI/VAST) 

【3】Web-GIS online 
• For DMO/DMA 
• VAP(emergency map) 
• Information 
 (damage assessment) 
• Archive (Hazard Map) 

Implementation @ADRC 
• Management 
• Confirmation 

 
 
 

DANs (AIT, TU, etc.) 

[1]Emergency 
Observation Request 

[4]Emergency 
Observation Request 
by Satellites [6]Observation 

Data Provision 

[5]DPN Status 
Report [7]Observation 

Data Download 

[8]VAPs and Satellite 
images and 
information upload 

[3]Confirmation 

[3]Notification/ 
Communication 

EO Response Flow on Sentinel Asia Step3 System 

[8]Satellite image 
by Web-GIS 

[7]DAN Status 
Report 

[2]Login 
OPTEMIS 

Disaster occurs 

OPTEMIS: Operation Planning for Thailand Earth observation MISsion 
ASGC: Academia Sinica Grid Computing Centre 

Cooperation with ASGC 
 computer (@Taiwan） 
1: Data Provide function 
(2: eg. Data Analysis function 
   for Taiwan side) 

[8]VAPs, 
Satellite image 
and Information 

[6]Data synchronization 
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【1】“Sentinel Asia Portal Site” system 

It dispatches of SA activities. 

https://sentinelasia.org 

Login OPTEMIS for EOR 



5 

GISTDA has developed the OPTEMIS that is ‘Satellite 
Operation Supporting Tool’ to support a satellite 
operation plan for GISTDA’s duties. Now GISTDA will 
provide a modified OPTEMIS for Sentinel Asia. It has 
functions; 
 ・EOR on Web 
 ・Visualization on the status of DPN & DAN activities. 

【2】“Sentinel Asia OPTEMIS” system 
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【3】“Web-GIS online” system 

Requester of EO will be able to understand 
the satellite images easily on Web-GIS.  
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DANs in Asia 

【4】“Sentinel Asia Cloud Storage/(Analysis)” 
system   

DPNs in Asia DPNs in Asia 

DANs in Asia 

 Data synchronization 

・Each DPN uploads a satellite data on one of the nearest servers. 
・Uploaded data are synchronized between two servers at Taiwan and Mumbai. 
・Each DAN downloads data from one of the nearest servers. 

Data Provision Server#2 
using AWS in Mumbai 

This SA Cloud Storage will be implemented to provide a satellite data quickly. 

Data Provision Server#1 
supported by ASGC in Taiwan 

:Data Upload 

:Data Download 

Data 
stored 

・Uploaded data are stored on AWS S3 disk of Mumbai. 



Sentinel Asia Cloud Storage to solve the 
data provision issue; taking much time 
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Satellite Data will be more helpful for Disaster Response 
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  The satellite data that could cover the wide area are more helpful for a disaster response 
activities. We need to handle them more timely and efficiently so that the regional disaster 
management agency could grasp a whole of damaged situation and take a necessary  
actions rapidly. 
  When human uploads a satellite data, it might take much time, on the other hands, 
Machine uploads a satellite data, it could reduce this time. Because Machine can work all 
the time. 
 
 
 
 
 
 
 
Sentinel Asia Step3 system will be implemented under the following basic idea: 
(1) Machine to Machine(M2M) system with a less human operation to provide a satellite 
data quickly. 
(2) Collaboration with SA member to be a sustainable SA activities. 

Data Provision Way 
 

Data Provision Mean Time after 
Observation 

(1) A temporary AWS system by Machine to Machine. To give priority 
to provide data fast, JAXA as DPN has been using this system. Next SA 
Step3 system adopts a New AWS fully in 2019, so that we can provide 
data automatically. 

2h10m(±1h06m) 
ALOS-2 data provision time in 2018, as of 22 Oct. 

 

(2) Present SA Step2 system by Human operation. First DPN uploads 
data on this system, next DAN gets it from this system.  
It takes a time to provide data by Human operation. Big Issue.  

1.7days 
ALOS-2 data provision time in 2017 
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AWS Server 
at Mumbai 

AWS Server 
at Singapore 

AWS Server 
at Tokyo 

 JAXA as DPN has been using a temporary AWS Cloud Computer to provide ALOS-2 data 
quickly. But to start using SA’s Cloud Computer fully, JAXA and ASGC had measured the 
data provision speed using 4 servers in cooperation with DPNs and DANs. 

DPNs in Asia DANs in Asia 

Data Provision Speed Test using 4 Servers 

ASGC Server 
at Taiwan 

:Data Upload 

:Data Download 
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AWS Server 
at Mumbai 

DPNs in Asia DANs in Asia 

:Data Upload 

:Data Download 

Data 
stored 

2 Data Provision Servers Configuration 
According to the data provision test results(refer to Appendix) and a Basic Idea (M2M operation and to-be-
sustainable system) for SA Step3 system, “SA Cloud Storage” will adopt 2 Data Provision Servers 
configuration with the cooperation of ASGC. One AWS server has a S3 disk to store a satellite data and VAPs. 

 Data synchronization 
ASGC Server 
at Taiwan 



Estimated Data Provision Time on SA Cloud Storage System  
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The estimated time listL 
DPN-> ->Server-> ->DAN Total Time Estimated Upload and Download Time 

JAXA-> ->Server#2(Mumbai)-> ->NSPO/NARL 302min. =13min.(=10GB/104.6Mbps)+27min.[*1] +262min.(=10GB/5.1Mbps)  

JAXA-> ->Server#1(Taiwan)-> ->NSPO/NARL 17min. =13min.(=10GB/104.6Mbps)+4min.(=10GB/350.8Mbps) 

NSPO/NARL-> ->Server#2(Mumbai)-> ->JAXA 63min. =9min.(=10GB/165.7Mbps)+27min.[*1]+27min.(=10GB/50.1Mbps) 

NSPO/NARL-> ->Server#1(Taiwan)-> ->JAXA 61min. =9min.(=10GB/165.7Mbps)+52min.(=10GB/25.9Mbps) 

GISTDA-> ->Server#2(Mumbai)-> ->NSPO/NARL 307min. =46min.(=10GB/29.1Mbps)+261min.(=10GB/5.1Mbps) 

GISTDA-> ->Server#1(Taiwan)-> ->NSPO/NARL 77min. =46min.(=10GB/29.1Mbps)+27min.[*1]+4min.(=10GB/350.8Mbps) 

GISTDA-> ->Server#2(Mumbai)-> ->AIT 138min. =46min.(=10GB/29.1Mbps)+92min.(=10GB/14.7Mbps) 

GISTDA-> ->Server#1(Taiwan)-> ->AIT 123min. =46min.(=10GB/29.1Mbps)+27min.[*1]+50min.(=10GB/27.7Mbps) 

GISTDA-> ->Server#2(Mumbai)-> ->IWMI 78min. =46min.(=10GB/29.1Mbps)+32min.(=10GB/42Mbps) 

GISTDA-> ->Server#1(Taiwan)-> ->IWMI 1978min. =46min.(=10GB/29.1Mbps)+27min.[*1]+1905min.(=10GB/0.7Mbps) 

JAXA-> ->Server#2(Mumbai)-> ->AIT 118min. =91min.(=10GB/14.7Mbps)+27min.[*1] 

JAXA-> ->Server#1(Taiwan)-> ->AIT 63min. =13min.(=10GB/104.6Mbps)+50min.(=10GB/27.7Mbps) 

JAXA-> ->Server#2(Mumbai)-> ->IWMI 72min. =13min.(=10GB/104.6Mbps) +27min.[*1]+32min.(=10GB/42Mbps) 

JAXA-> ->Server#1(Taiwan) ->IWMI 1918min. =13min.(=10GB/104.6Mbps)+1905min.(=10GB/0.7Mbps) 

NSPO/NARL-> ->Server#2(Mumbai)-> ->AIT 127min. =9min.(=10GB/165.7Mbps) +27min.[*1]+91min.(=10GB/14.7Mbps) 

NSPO/NARL-> ->Server#1(Taiwan)-> ->AIT 85min. =9min.(=10GB/165.7Mbps)+49min.(=10GB/27.7Mbps) 

NSPO/NARL-> ->Server#2(Mumbai)-> ->IWMI 68min. =9min.(=10GB/165.7Mbps)+27min.[*1]+32min.(=10GB/42Mbps) 

NSPO/NARL-> ->Server#1(Taiwan) ->IWMI 1988min. =9min.(=10GB/165.7Mbps)+1979min.(=10GB/0.7Mbps) 

[*1]Data transfer time between Server#2(Mumbai) and Server#1(Taiwan) is estimated as 27min.(=10GB/50Mbps). Data transfer performance is 
assumed as ca. 50Mbps minimum, because JAXA achieved this speed for Server#2(Mumbai) in the first performance test. 

According to the performance test results(refer to Appendix), 10GB data provision 
time could be estimated. 



DPNs 
e.g. GISTDA, ISRO, 
MBRSC etc. 

DANs 
e.g. AIT, EOS etc. 

Data Provision Flow on Sentinel Asia Cloud Storage System 

DPNs 
e.g. NSPO/NARL, 
JAXA etc. 

S3 Disk 

(1)Data1 
upload 

(1)Data2 
upload 

(4)Data2&Data1 
download 

(4)Data1&Data2 
download 

(2)Data1 

DPN: Data Provider Node 
DAN: Data Analysis Node 
VAP: Value Added Products (Disaster Analysis Products/Images) 

DANs  
e.g. IWMI etc. 

Data Provision 
Server#1(ASGC) in 
Taiwan 

in Mumbai 

(3)Data2 

(2) Data2 

(3) Data1 

(5)VAP1 
upload 

(5)VAP2 
upload 

Sentinel Asia 
Members 
(Disaster 
Management 
Organization/A
gency) 

(6)VAP1&VAP2 
download 

(1)Each DPN puts a Satellite data to the nearest server by SFTP 
(2)Each server puts a Satellite data to S3 disk by HTTPS(443) for data synchronization. Put data are stored as archived data. 
(3)Each server copies a Satellite data on S3 disk by HTTPS(443) for data synchronization 
(4)Each DAN gets a Satellite data from the nearest server by SFTP 
(5)Each DAN puts VAPs to the nearest server by SFTP 
(6)SA members get VAPs by HTTPS 
(7)DAN can download the archived satellite data on S3 disk using a CloudBerry Explore & AWS account.  

Data Provision Server#2 

(7) Archived data 

(7) Archived data 
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Schedule of Sentinel Asia Step3 System 
and Request for your cooperation 
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Nov. 
2018 

Dec. 
2018 

Jan.-March 
2019 

April to Oct. 
2019 

Nov. 
2019 

Present SA Step2 
system 

 
 
SA Step3 system 
“SA Cloud 
Storage” by JAXA 
and ASGC 

 
 

 
 

 
 
 

SA Step3 system 
“SA OPTEMIS” by 
GISTDA and JAXA 

SA Step3 system 
“SA Portal Site” 
and “Web-GIS 
online” by JAXA 

Schedule of Sentinel Asia Step3 System  

Operation will end on 31 Oct.,2019 

SA Step3 
system 
Operation 
starts fully 

Parallel 
Operation 
with “SA 

Step2 
system” 

DPN&DAN 
use “Cloud 
Storage” on 

Trial Preparation of Data 
provision by 
DPN&DAN 

ASGC server 
setup/test 

JPT joins  
“OPTEMIS” 

training 

Parallel Operation with “SA Step2 System” 

Data Sync 
test 

AWS system 
setup/test 
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Requests for your Cooperation 

【１】 Data Provision way will be changed. DPNs and DANs need to 
use SFTP client software to put and get a satellite data. 
The necessary documents and account to use “Sentinel Asia Cloud 
Storage” will be prepared. 
Could you please participate in “Preparation of Data Provision” so 
that you can use “Sentinel Asia Cloud Storage”. 
 
【2】”Sentinel Asia OPTEMIS” will be provided by GISTDA. The 
necessary account to access “OPTEMIS” will be prepared. 
Could you please join the “OPTEMIS” use training. 
 
JAXA will announce JPT members the detail information to prepare 
to use “Sentinel Asia Step3 System”. 
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Appendix 
Data Upload/Download Speed Results 

・First test done from 7th to 16th February, 2018 
・Second test done from 16th to 27th April, 2018 

 
Thank you for your cooperation 
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The First Test   Data Upload/Download Speed Results 

Mumbai       Singapore       Tokyo Singapore           Tokyo            Mumbai Tokyo            Singapore          Mumbai Tokyo             Singapore         Mumbai 

Mumbai   Singapore   Tokyo Singapore    Mumbai   Tokyo Tokyo      Singapore     Mumbai Tokyo     Singapore   Mumbai Singapore   Mumbai     Tokyo 
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The Second Test   Data Upload/Download Speed Results 

Close to ASGC Server Far from ASGC Server 

Close to ASGC Server Far from ASGC Server 19 
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