NAR

National Applied Research Laboratories

Contribution to Sentinel Asia regional
cloud servers

ASGC/NSPO
ovember 2, 2018

www.narlabs.org.tw



_ NAR
Chronicle

2018, 01, 22 JAXA/NSPO/ASCG start discussing the ICT
support for Next Sentinel Asia System

2018, 03 ~ 15t round data transmission test

2018, 04 ~ 2" round data transmission test

2018, 09, 24 JAXA/NSPO/ASCG meeting at Taipei and
reached agreement - NSPO and ASGC in Taiwan are
delighted in contributing to New Sentinel Asia
Regional Cloud to Enhance Data Provisioning and
regional Collaborations
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KSAT&ASGC Network configu fml%)abs
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ASGC e-Science Global Network (Sep. M’? Labs
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Data Provision Speed Test
-April 16 to 27,2018

Mean Speed (Mbps)

Mean Speed (Mbps)

The Second Test Data Upload/Download Speed Results

1GB Data Upload Mean speed and Standard error to ASGC server (Mbps)
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1GB Data Download Mean speed and Standard error from ASGC server (Mbps)
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Committed minimum resources

2. Cooperation Requirements for ASGC

l]CDmputer According to the data transfer test results, JAXA as JPT would appreciate it if ASGC could provide
resources the computer resources as best as ASGC can.

Required ASGC computer ASGC Server Specification used | AWS Server Specification
resources on the 2" test used on 1 test

CPU: Intel{R) Xeon(R) CPU E5-
2650Lv3 @ 1.80GHz *2
Memory: ca. 4GB

Disk: ca. 1TB near-line SAS *
15 as RAIDS

0S: Centos7 64bit

CPU: Intel{R) Xeon(R) CPU E5-
2650Lv3 @ 1.80GHz *2
Memory: 128GB

Disk: 6TB near-line SAS * 15 as
RAIDS

0S: Centos7 64bit

MNetwork: Intel 82599ES 10GbE Network: Intel 82599ES 10GbE

(ca. 1Gpbs effective
bandwidth)

CPU: Intel Xeon E5-2666 v3
2core(2.9GHz)
Memory:3.75GiB

SSD: 800GB, 10P5:2400,
Baseline Thruput:160MB/s
05: RHEL 7.4

Network Bandwidth:
500Mbps



Data Provision Server #

1 NAR[abs

» Based on the results of data provision speed, ASGC and NSPO will work with Sentinel Asia
partners to optimized the Data Transmission Performance over the regional cloud.

Academia Sinica
Grid Computing Centre
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Next Sentinel Asia System image for Data Provision
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Next Sentinel Asia system Design
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Conclusion

e After two-round data provision tests with SA partners
conducted by JAXA in early 2018, ASGC & NSPO are very
pleased to join the collaboration.

e ASGCis willing to join SA as a member and act as a Data
Provision Server (with also analysis functions) as designed
by SA.

 To ensure the sustainability of ASGC data provision server
operation, set up a kind of framework (such as MOU)
between JAXA , NSPO and ASGC is suggested.

10






	Contribution to Sentinel Asia regional cloud servers
	 
	About ASGC
	KSAT&ASGC Network configuration
	ASGC e-Science Global Network (Sep. 2018)
	Data Provision Speed Test �-April 16 to 27,2018
	Committed minimum resources
	Data Provision Server #1
	スライド番号 9
	Conclusion
	スライド番号 11

